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The article analyzes the probabilistic-statistical model of the student, according to which the student is identi-
fied by the distribution function (probability density) in the information space. In the process of assimilation of infor-
mation, the behavior of the student has a random character, determined by the random nature of his psychosomatic 
state. Based on the solution of the continuity equation with respect to the probability density in coordinate space, the-
oretical distribution functions are found that identify students in the process of acquiring knowledge, which in form 
coincide with the distribution functions corresponding to the law of normal distribution. A comparative analysis of 
theoretical and experimental distribution functions has shown that these functions are in good agreement with each 
other. A study of the evolution of the distribution functions identifying students in the learning time interval from 
the first year to the fifth year inclusive showed that the variance of the distribution functions increases over time. In 
addition, the distribution functions that identify poorly performing students overlap. The overlap of functions occurs 
between the distribution functions related to the first and second, second and third, third and fourth, fourth and fifth 
years of study, increasing with the learning time. The overlap of distribution functions identifying strong students 
is insignificant. This means that in order to ensure optimal conditions for realizing the potential of weak and strong 
students in the process of obtaining education, it is advisable to use a system of step-by-step learning with branching.
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Introduction 
Currently, probabilistic-statistical meth-

ods are widely used in conducting psycholog-
ical and pedagogical research, which include 
the classical or mass probabilistic-statistical 
method (MPS-method) and the non-classical 
or individual probabilistic-statistical method 
(IPS-method). The MPS-method is used to 
analyze the behavior of a large number of ob-
jects or events, because it is in this case that 
statistical patterns become apparent [1, 2]. 
The IPS-method is used to analyze the be-
havior of individual objects, which internally 
have a random character of behavior. Such 
objects include quantum objects (electrons, 
atoms, etc.) and a person in the process of ac-
tivity, for example, a student in the process of 
acquiring knowledge [3, 4].

In the process of acquiring knowledge (as-
similation of information), the student moves 
in the information space, which is a set of re-
sults of the semantic activity of mankind. Aca-
demic disciplines contain information blocks 
arranged in a strict logical sequence. This 
means that there are certain directions in the 
information space, along which students move. 
In computer science, information is usually 
measured in bits, and in pedagogy, when meas-
uring students’ knowledge, in points. There is 
a certain relationship between bits of informa-
tion and scores, namely, the maximum score 

of the selected measurement scale corresponds 
to the amount of information contained in the 
academic discipline.

In accordance with the IPS-method, the 
student is identified by a differential distribu-
tion function (probability density), and, conse-
quently, we can only talk about the probability 
of finding the student in one or another area of 
the information space [3]. Hereafter, for reasons 
of brevity, we will call the differential distribu-
tion function simply a distribution function. The 
student’s knowledge is random in nature, since 
it is a product of his consciousness (the work of 
the brain), the determinism of which is realized 
through randomness due to the random nature 
of the psychosomatic state of a person. These 
arguments formed the basis for constructing a 
probabilistic-statistical model of the student, ac-
cording to which he is identified by the distribu-
tion function in the information space.

The purpose of the study is the theoretical 
substantiation and application of an individual 
probabilistic-statistical method for analyzing 
the behavior of a student in the process of ac-
quiring knowledge.

Materials and research methods
The distribution functions that identify the 

student are solutions of differential equations 
obtained on the basis of the law of conserva-
tion of probability [3]. They are continuity 
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equations that relate the change of probability 
density per unit of time in the space of coordi-
nates, velocities and accelerations of various 

orders with the divergence of the probability 
flux density. These equations have the follow-
ing form:
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are the distribution functions identify-
ing the student in the information space; 

( , ; )tΨ σ σ

( , , ; )tΨ σ σ σ 

σ , < σ > , σ , < σ > , < σ >

( ; ) ( ; ) 0t t
t

∂Ψ σ ∂Ψ σ
+ < σ> =

∂ ∂σ


( )t< σ > −σ

( ; ) ( )t tΨ σ = Ψ < σ > −σ

 

 are coordinate, 
velocity, average velocity, first–order accel-
eration, average first-order acceleration and 
average second–order acceleration, respec-
tively; t is time.

This system consists of an infinite num-
ber of equations, and the question of which 
of the above equations to use to find the dis-
tribution function depends on the possibility 
of obtaining data on the average values of 
velocity and accelerations of various orders. 

The first equation from the system of 
differential equations (1) allows us to ex-
plicitly find the distribution function de-
scribing the behavior of the student in co-
ordinate space. We will now find a solution 
to this equation by writing it in the follo 
wing form:
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The solution to this equation is the argu-
ment function 
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This can be verified by substituting (3) into 

(2). We will find a specific form of distribution 
function from the analysis of experimental ma-
terial. To this end, we will use an experimental 
distribution function that identifies the student, 
obtained using the IVS method on a twenty-
point scale and corresponding to 3 points on a 
five-point scale [5] (fig. 1).

The experimental distribution function is 
presented in the form of a histogram, which 
was obtained by averaging 28 individual dis-
tribution functions of students who took the 
physics exam. It is found that the histogram is 
well approximated by the distribution function 
(smooth line) corresponding to the law of nor-
mal distribution [6]:

	
21 ( )( ) exp

22

 σ− < σ >
Ψ σ = − 

µπµ   
, 	 (4)

where σ is the coordinate; < σ > is mathemati-
cal expectation; μ is variance.

Fig. 1. Distribution function: experimental (histogram); theoretical (smooth line)



EUROPEAN JOURNAL OF NATURAL HISTORY   № 5, 2024

6 Pedagogical sciences

When calculating the distribution func-
tion according to formula (4), a good ap-
proximation of the histogram was obtained 
at < σ > = 6.5 points and μ = 3 point2. The fact 
that the distribution function, which identifies 
the student in the process of acquiring knowl-
edge, corresponds to the law of normal dis-
tribution, which describes the random nature 
of the behavior of a large number of objects, 
is natural from a mathematical point of view, 
since mathematics analyzes the general charac-
ter of the behavior of objects, distracting from 
their nature. In this case, the random nature of 
the behavior is common for both a single ob-
ject (student) and a large number of objects.

Research results and discussion
The joint analysis of equations (3) and (4) 

makes it possible to explicitly write down the 
distribution function that identifies the student:
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tt
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Ψ σ = − 

µπµ   



t< σ >=< σ >

( ) / 0d d< σ > Ψ σ σ =

0< σ >=  
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Function (5) will be distributed in the infor-
mation space and in time, without changing its 
initial form. This means that the variance of the 
distribution function will remain unchanged, 
and this contradicts experimental data. We 
will obtain the information about the nature of 
changes in the variance of distribution func-

tions over time from the analysis of the evolu-
tion of experimental distribution functions. To 
do this, first consider the evolution of the ex-
perimental distribution function obtained using 
the MPS-method (fig. 2a). This will allow us 
to find the dependence of the variance on time, 
and then calculate the theoretical distribution 
functions that identify the student, in accord-
ance with the IPS-method, using formula (5) 
and the found dependence of the variance on 
time. Let’s use a five–point knowledge meas-
urement system, the absolute error in this case 
is 0.5 points, and the relative error is 10%. The 
construction of the distribution function will be 
carried out in terms of one academic discipline 
per semester in accordance with [5]. Thus, the 
assessment of a student who received 3 points 
on the exam should be written taking into ac-
count the error in the form of (3.0 ± 0.5) points, 
where 3 points is the mathematical expecta-
tion. This means that the student is identified 
by a distribution function, the width of which is 
1 point, and the height is 1 point – 1. Therefore, 
after a two-semester year of study, the width of 
the distribution function will be 2 points, after 
the second – 4 points, after the third – 6 points, 
after the fourth – 8 points and after the fifth – 
10 points. The average rate of movement of the 
mathematical expectation is 6 points per year 
(<

21 ( )( ; ) exp
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tt
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µπµ   


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>= 6 points /year). The evolution of the 
distribution function by year is shown in fig. 2.

Fig.2. Evolution of distribution functions: a) – obtained by the MPS-method; b) – obtained  
by the IPS-method; 1, 2, 3, 4, 5 – after the first, second, third, fourth, fifth years of study, respectively
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Fig. 3. Evolution of distribution functions: a) – experimental; b) – theoretical; 
 1, 2, 3, 4, 5 – after 1, 2, 3, 4, 5 years of study, respectively

The distribution functions shown in fig. 2b  
were calculated using formula (5) using the 
values of variance obtained by finding the mo-
ments of the second-order of rectangular distri-
bution functions (fig. 2a). The analysis of the 
data presented in fig. 2 shows that the distri-
bution functions obtained using the IPS-meth-
od are much more informative than the dis-
tribution functions obtained by the traditional 
MPS-method. Within the framework of a five-
point measurement system, due to the large 
measurement error, it is impossible to obtain 
experimental distribution functions identifying 
the student using the IPS-method. This prob-
lem is solved when switching to measurement 
systems with a higher score, for example, to 
ten-point, twenty-point, hundred-point mea-
surement systems. However, when analyzing 
the behavior of a large number of students, 
the distribution functions obtained by the 
IPS-method can be approximated by rectan-
gular functions that actually coincide in shape 
with the distribution functions obtained by the 
MPS-method. This approach to obtaining ex-
perimental distribution functions was imple-
mented in [5]. Fig. 3 shows the experimental 
and theoretical distribution functions.

The experimental distribution function 
(fig.3a) is taken from [5]. This function was 
obtained by averaging the individual distribu-
tion functions of the student flow (78 people). It 
can be seen that as we move in the information 

space, the variance of the distribution functions 
increases, and the distribution functions them-
selves overlap, and especially heavily starting 
from the third year of study. The weak students 
contributed to the tail part of the distribution 
function, and the strong students contributed 
to the head part. By the terms “weak”, “aver-
age” and “strong” student we will condition-
ally understand students who receive an aver-
age of three points, four points and five points 
on exams according to the five-point system, 
respectively. An analysis of possible theoreti-
cal distribution functions has shown that the 
distribution function identifying the average 
student (fig. 3b), taking into account the lin-
ear dependence of mathematical expectation 
on time (

21 ( )( ; ) exp
22
tt

 < σ > − σ
Ψ σ = − 

µπµ   



t< σ >=< σ >

( ) / 0d d< σ > Ψ σ σ =

0< σ >=  

, where <

21 ( )( ; ) exp
22
tt

 < σ > − σ
Ψ σ = − 

µπµ   



t< σ >=< σ >

( ) / 0d d< σ > Ψ σ σ =

0< σ >=  

>= 8 point/
year) and variance on time (μ = at, where a = 2  
point2 /year), agrees well with the experimental 
distribution function. 

Fig.4 shows the dependences of the theo-
retical distribution functions on the learning 
time, describing the behavior of the weak and 
strong students.

When calculating the distribution func-
tions, linear dependences of mathematical 
expectation on time were used, which were 
equal to 6 points/year for the weak student and 
10 points/year for the strong student. The time 
dependence of the variance was assumed to be 
the same as when calculating the distribution 
function for the average student.
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Fig. 4. Evolution of distribution functions: a) – identifying the weak student;  
b) – identifying the strong student; 1, 2, 3, 4, 5 – after 1, 2, 3, 4, 5 years of study, respectively

The analysis of the data shown in fig. 
4 showed that the distribution functions iden-
tifying the weak student (fig.4a) heavily over-
lap, especially at senior courses. This means 
that the weak student, figuratively speaking, 
seems to be “stuck” in the information space. 
At the same time, the distribution functions 
identifying the strong student (fig. 4b) over-
lap slightly and are significantly ahead of the 
distribution functions identifying the weak 
student. This means that co-education of weak 
students and strong students is not advisable. 
To ensure optimal conditions for realizing the 
potential of weak and strong students in the 
process of obtaining education, it is advisable 
to switch to a system of step-by-step learning 
with branching [5].

We will analyze stationary distribution 
functions – distribution functions that do not 
depend on time and characterize the station-
ary state of an object or system. The stationary 
state corresponds to the condition under which 

( ; ) / 0t t∂Ψ σ ∂ = . Then, in accordance with 
equation (2), we will have 
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tt
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.  
In this case, there are two solutions: the first 
corresponds to the condition 

21 ( )( ; ) exp
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tt
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
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second – to the condition ( ) / 0d dΨ σ σ = . In 
the first case, the derivative of the distribu-
tion function from the coordinate can be de-
termined by an arbitrary coordinate function, 
namely, ( ) / ( )d d fΨ σ σ = σ , where ( )f σ  
is an arbitrary function. To find the distribu-

tion function, we use the following integral 
transformation

( ) ( )f d constΨ σ = σ σ+∫ .
In [5], a method for finding the distribution 

function for this case is considered, based on 
the use of step functions [7], and the function 
itself is found, which has the following form

The differential distribution function is ob-
tained in the form of a histogram by averaging 
the individual distribution functions identify-
ing the students, and then approximated by a 
smooth line. The distribution function is rep-
resented in a dimensionless coordinate system 
( max( ) ( )∗ ∗Ψ σ = Ψ σ σ , max/∗σ = σ σ , where 
σmax is the maximum value of the scale) and 
in a twenty-point coordinate system. Using a 
dimensionless coordinate system is convenient 
because the distribution function represented 
in a dimensionless coordinate system has the 
same appearance in all other coordinate sys-
tems. This allows direct translation of the dis-
tribution function from one coordinate system 
to another. Due to the presence of measurement 
scale boundaries, the distribution function has 
a “U”-shaped appearance.

Let’s consider the second stationary solution 
corresponding to the condition ( ) / 0d dΨ σ σ =
. The solution of this equation is a func-
tion independent of the coordinate, namely, 

max( ) 1/Ψ σ = σ . This distribution function is 
the same for both weak and strong students. 
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Fig.5. Differential distribution function

This means that the process of transition of 
the system to a stationary state should last as 
long as it takes, so that not only strong students 
could assimilate the material of a particular 
academic discipline, but also weak students.

Conclusions
1. The solution of the differential equa-

tion describing the progress of the student in 
the information space in the process of obtain-
ing knowledge is obtained. The solution is a 
distribution function that identifies the stu-
dent, which in form coincides with the nor-
mal distribution.

2. A joint analysis is carried out of the evo-
lution of the experimental student distribution 
function (obtained by averaging the individual 
distribution functions of the students of the 
flow) and the theoretical distribution function 
identifying the student. It is established that the 
theoretical distribution function identifying the 
average student is in good agreement with the 
experimental distribution function.

3. A comparative analysis of the theoreti-
cal distribution functions identifying weak and 
strong students showed that the distribution 
functions identifying weak students begin to 

overlap after the second year of study, and the 
degree of overlap increases over time. The dis-
tribution functions identifying strong students 
overlap slightly.

4. It is shown that in order to ensure opti-
mal conditions for the realization of the poten-
tial opportunities of weak and strong students 
in the process of obtaining education, it is ad-
visable to use a system of step-by-step learning 
with branching.

References
1. Vlasov A.A. Statistical distribution functions. M.: NAUKA, 

1966. 356 p.
2. Sevastyanov B.A. Course of probability theory and 

mathematical statistics. M.: LENAND, 2023. 256 p.
3. Romanov V.P., Shiryaeva N.A. Comparative Analysis 

of Human Behavior in the Process of Activity and Behavior of 
Quantum Object // European Journal of Natural History. 2018. 
№ 3. P. 77–80.

4. Blokhintsev D.I. Fundamentals of quantum mechanics. 
M.: URSS Publishing Group, 2015. 672 p.

5. Romanov V.P., Shiryaeva N.A. Application of the non-
classical probabilistic-statistical method of scientific research in 
pedagogy. M.: De’libri, 2022. 88 p.

6. Wentzel E.S. Probability theory. М.: Academia, 2005. 
576 p.

7. Korn G.A., Korn T.M. Mathematical handbook for scien-
tists and engineers. St. Petersburg: Lan, 2003. 832 p.


