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Many real objects of modeling can be considered as two-product, multi – or continuous – product developing 
systems. There are two branches of industry (as two-product developing system): one is called a subsystem A of 
developing system in which developing system creates new working places, and the second is called a subsystem 
B in which it creates or produces goods and services that are external with respect to this system. The distribution 
of working places in two-product developing system by some control function between the subsystems A and B is 
very important. The problem of this optimal distribution was formulated by academician V.M. Glushkov. Based on 
developing system resource sharing into internal and external (arriving at the system from the outside) ones, Girlin 
S.K. and Ivanov V.V. proposed and detailed the equations of systems’, which in contrast to Glushkov’s equations 
use functions of a wider class, additionally take into account the direct effect of external factors on the developing 
system, allow investigating problems without the part history of the system till the moment of the beginning of its 
modeling and allow a more efficient control of the system due to allocating not only internal but also external re-
sources among subsystems. In this paper we dwell on the comparisons between Glushkov and Girlin mathematical 
models of developing system and the classical model of finite automat. It is shown that the concept of developing 
system originally introduced by academician Glushkov is not an open dynamic system. The proposed by Girlin S.K. 
concept of developing system is more general and allows us to define and solve new math problems.
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There are two basic classes of developing 
systems (DS) (or evolutionary systems): 1) DS 
that are already have been created and have ini-
tial prehistory, 2) DS that are not have been cre-
ated and have not initial prehistory. The second 
class is named originating DS [3]. Each of these 
classes divides, in turn, on three classes: Artifi-
cial DS (ADS) that are have been created by hu-
man beings and are functioning with their par-
ticipation; Natural DS (NDS), in particular, the 
cell and cell associated objects [45]; and Joined 
DS (JDS): ADS and NDS as a whole [11]. Some 
examples of ADS are: industry, science, any 
educational center, including school, college, 
university, and education as a whole, art, health 
services, etc. The examples of NDS are the cell 
and cell associated objects, a separate plant, a 
separate organism, a population of animals, the 
biosphere, etc. We can consider the neosphere 
(in the sense by academician V.I. Vernadsky) as 
JDS that is the combination of two DS, one of 
which is human activity as ADS and another of 
which is the other part of our planet as NDS [11, 
p. 10]. The main elements of ADS are work 
places (WP). A work place is usually localized 
in the time and space aggregate of labor func-
tions of the respective ware: material, energy, 
and information, which should be fulfilled by a 
respective specialist. The results of WP function-
ing in industry are various goods and services or 
products. The main characteristics or indices of 
the WP functioning are efficiency (the quanti-
ties of products produced per unit expenditure 
and per unit time). There are three important 
classes of WP: one that enters the DS from ex-
ternal environment or from other DS, the second 

reproduces or creates new more effective WP 
for the DS itself, and the third reproduces ex-
ternal goods with respect to DS. There are two 
branches of industry: one is called a subsystem 
A of DS in which DS creates new WP, and the 
second is called a subsystem B of DS in which 
DS creates or produces goods and services that 
are external with respect to DS. The distribu-
tion of WP by some control function y between 
the subsystems A and B is very important. The 
problem of this optimal distribution was inves-
tigated by V.M. Glushkov and V.V. Ivanov [9]. 
The main result is for small-term period of the 
time the desired y is minimally possible, but for 
large-term period of the time the desired y may 
differ from the minimally possible on the larger 
initial part of the time segment. 

Modeling macroeconomic system acade-
mician V.M. Glushkov used a set of nonlinear 
integral Volterra type equations containing un-
known functions not only in sub-integral ex-
pressions but in the lower limits of integrals. 
Introduction of function to the lower limits of 
integrals had important economic sense: this 
function was interpreted as a time boundary 
for the elimination of obsolete technologies 
for manufacturing system’s products. The pro-
posed mathematical apparatus was applied later 
for modeling many other systems: ecological, 
biological, biophysical, medical, scientific en-
terprises, computing centers, populations, etc. 
Theoretical investigations and numerous appli-
cations have led to the creation of the theory 
of DS. Further development and generalization 
of DS Glushkov models [3, 5] (in particular, 
DS interaction with external environment, the 
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latter being another DS) led to the creation by 
Glushkov V.M., Ivanov V.V. and S.K. Girlin 
of a new science that was named “Mathemat-
ics of Development” (on February 12, 2018, it 
was included in the “Register of new scientific 
directions”, № 0008). Within the framework 
of this science Girlin S.K. opened three fun-
damental laws of development [7, P. 77-79] 
(based on analysis of a number of theorems 
proven by Glushkov, Ivanov and Girlin). These 
laws can be set forth as follows.

First law of optimal development (“law 
of altruism”). If the size of planning time is 
small enough, the sought optimum of function-
al is arrived at the maximally possible (by vir-
tue of limitations of task) use in the subsystem 
B of internal and external resources for imple-
mentation of basic function of the system.

Second law of optimal development 
(“law of reasonable egoism”). If the size of 
planning time is great enough, the sought opti-
mum of functional is arrived at the substantial 
stakes of internal and external resources, using 
the subsystem of self-perfection on the internal 
necessities of the system on greater initial part 
of cutting-off of planning time and maximally 
possible use in the subsystem B of internal and 
external resources for implementation of ba-
sic function of the system at the end of it. This 
law was shown out of the theorems at general 
enough suppositions.

Third law of optimal development (“law 
of hierarchy of priorities”). If the size of 
planning time is great enough, the sought op-
timum of functional is arrived at the following 
priorities of allocation of internal and external 
resources between the subsystems of DS: first 
of all at the larger initial size of planning time 
the subsystem A1 (“science”) has priority (A1 is 
the subsystem, in which new technologies of 
system products creation functions of α and β 
kinds), then at the long time size has priority 
the subsystem of self-development A2 (the sub-
system, in which new products of the first kind 
are produced, providing the fulfillment of the 
internal function of the system – its existence 
and development itself), and at the end of the 
planning time [t0, T] the subsystem B has pri-
ority, in which products of the second kind are 
produced, providing the fulfillment of the main 
system function to the system).

We`d like to notice that the law of “reason-
able egoism” of the system can be considered 
as clarification of basic principle of commu-
nism: “to each – on necessities, from each – to 
abilities”.

Let us conduct a comparative analysis of 
models of V.M. Glushkov [9], models [3, 5] 

and a finite automat. A typical mathemati-
cal diagram of a finite automat is often used 
in modeling real processes. Following [2], 
let’s use the following definition of “a finite 
automat”. A finite automat is defined at dis-
crete moments of time t0, t1, t2,... . If the unit 
of time period is defined as 1,i it t t −∆ = −  then 
t = 0, 1, 2,... . A finite automat is character-
ized by finite sets of states z, input signals x 
and output signals y. At every moment of the 
automat time (except t0) an input signal x(t) 
is received in automat, under the influence 
of which the automat moves to a new state, 
in accordance with the transition function 

( ) ( ( 1), ( ))z t z t x t= ϕ −  and produces an out-
put signal which is defined by the output func-
tion ( ) ( ( 1), ( )).y t z t x t= ψ −  If characteristics 
of zi, i = 1, 2, ... , are numbers, then the state 
z is regarded as the vector with coordinates 
z1, z2, ..., zn. In general, when zi are not num-
bers (for example, they are vectors, matrices, 
or objects of more complex nature), the state 
z is interpreted as “generalized” vector, and 
the features of zi are interpreted as its “coordi-
nates”. The same can be said about the signals. 
The input signal appears as 1 2( , ,..., ),mx x x x=  
and the output signal as 1 2( , ,..., ).ry y y y=

An object of modeling can be seen as an 
evolutionary or a developing system (DS) [5, 
9] if it contains at least two subsystems: sub-
system A of self-improvement in which part 
of products of the first kind (which support 
the internal function of the modeled object by 
material, energy and information, i.e., its ex-
istence and development) create a new, more 
efficient (i.e., more productive) products of 
the first kind, and subsystem B in which an-
other part of products of the first kind perform 
the main (external) function of the modeled 
object, i.e., the creation of some of the prod-
ucts of the second kind (executing the external 
function of the modeled object materially, en-
ergy and information-wise in interaction be-
tween the modeled object and its external en-
vironment). For example, in economic system 
products of the first kind are working places 
and products of the second kind are the prod-
ucts of a system created for an external “cus-
tomer” (these products are goods and services 
that are external with respect to DS). The in-
ternal resources of DS will take only products 
of the first kind, which are sources of them-
selves and products of the second kind. Let’s 
call the external resources of DS the products 
of both the first and the second kind entering 
the DS from the external environment (how-
ever, some external resources become internal 
resources of the DS).
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Using the above notations, the equations of the simplest two-product DS can be written as follows:

( )
( ) ( , ) ( ) ( ) ( ) ( ),

t

a t
z t t u z d v t x t∫= α τ τ τ τ +

( )
( ) ( , )(1 ( )) ( ) (1 ( )) ( ),

t

a t
y t t u z d v t x t∫= β τ − τ τ τ + −

( )
( ) ( ) ,

t

a t
P t z d∫= τ τ

0 ( ), ( ) 1,v u≤ τ τ ≤  0 ( ) ,a t t≤ ≤ τ ≤  0( ) 0,a t =  00 .t t T≤ ≤ ≤ < +∞

Here z(t) and y(t) are the rates of appear-
ance in DS of the new products of respectively 
first and second kinds at the time t; x(t) – is the 
rate of entering of external resource in DS at 
the time instant t (x, z and y are assumed to be 
of one dimension); v(t)x(t) and (1 ( )) ( )v t x t−  – 
are the rates of entering in the subsystems A 
and B of the products of respectively first and 
second kinds at the time instant t, 0 1;v≤ ≤  

( ) ( )u zτ τ  and (1 ( )) ( )u z− τ τ  – are the shares 
of z(τ) used for the manufacturing of z(t) (in 
subsystem A) and y(t) (in subsystem B) re-
spectively, 0 1;u≤ ≤  a(t)  – is a time bound-
ary for liquidation of obsolete technologies for 
manufacturing first and second kinds products, 
which means that the product created before the 
threshold a(t), ( ) ,a t t≤  is never used at time t, 
but the product created after the threshold a(t) 
is used entirely, 0 ( ) ;a t t≤ ≤ τ ≤  ( , )tα τ  and – 
are efficiency indexes of effectiveness of cre-
ation of the first (in the subsystem A) and the 
second (in the subsystem B) kind of new prod-
ucts at time t respectively, i.e., the number of 
units of z(t) and y(t) created in the unit of time 
starting from time t per one unit of u(τ)z(τ) and 
(1 ( )) ( )u z− τ τ  respectively, 0 ( ) ;a t t≤ ≤ τ ≤  
t0 – is a starting point for modeling; for the seg-
ment [0, t0] we use prehistory of DS for which 
all the functions are given (their values will 
be noted by the same symbols but with the in-
dex “0”, e.g. 0( ) ( )u uτ ≡ τ  and 0( ) ( ),z zτ ≡ τ  

0[0, ],tτ ∈  0( ) 0a t = ; t0 and T is respectively 
the starting and ending point for DS modeling.

This two-product model can be easily 
generalized for multi-product and continuous 
models. External similarity between the two-
product and the continuum models allows us to 
easily generalize the two-product model results 
concerning the existence and the uniqueness of 
a solution for two-product model [4, 7] to the 
continual and thereby multiproduct models. 

If we put in the above system of equations 
and inequalities ,( ) 0x t ≡  0[ , ],t t T∈  we ob-
tain as a special case of the DS model, origi-
nally proposed by academician V.M. Glush-
kov [8]. In this model [8] he assumed some 
predetermined nonzero initial prehistory (or 
initial condition) during the initial time inter-
val [0, t0]. Let’s assume the given functions are 
such that the system of equations is completely 
determined. In this case, we get the problem 
of determining the dynamics of DS, in other 
words we need to solve the corresponding sys-
tem of Volterra integral equations of the second 
kind with delay (typically nonlinear). From the 
theory of Volterra integral equations of the 
second kind it is well known that if on [t0, T] 
a free member is x(t) = 0, then the solution 
z(t) on [t0, T] of such an integral equation is 
zero. However, if we assume the function P(t) 
is positive and defined on the interval [t0, T], 
then, dividing the region [ ( ), ]a t t  of integration 
into sections 0[ ( ), ]a t t  and [t0, t], 0 1[ , ],t t t∈  

1 0 0min{ : [ , ], ( ) },t t t t T a t t∗ ∗ ∗= ∈ =  it can take 
as a free member non-zero term in the first 
equation of the above system

0

0 1 1 00 0
( )

[ , ], ( ) .( , ) ( ) ( ) ,
t

a t
t t t a t tt u z d ∈ =∫ α τ τ τ τ

Clearly, the solution, which can be ob-
tained, for example by means of the resolvent, 
will no longer be zero. Thus, in the case of set-
ting positive function P(t) it is implicitly as-
sumed that the non-zero state z(t) of the sys-
tem is implicitly changed depending on some 
unknown input signal. If the initial prehistory 
is absent 0 0(0 ( ) )a t t= =  or it is zero (z0(τ) = 0 
or u0(τ) = 0, 0 0[ ( ), ],a t tτ ∈  0 00 ( ) ),a t t= <  then 
for the existence of a nonzero integral equation 
solution z(t) we need a non-trivial function v(t)
x(t), which is interpreted as input signal of the 
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system. These considerations have led to the 
introduction of the concept of “originating de-
veloping system” [3].

Following [3], let’s call the originating 
DS such a DS, for which the initial prehistory 
(or initial conditions) is absent (in this case 

0 00 ( )a t t= = , 0 0 0 0( ) ( 0) ( ) ( ))z t z t v t x t= + =  or 
where initial conditions are equal zero: z0(τ) = 0 
or u0(τ) = 0, 0 0[ ( ), ],a t tτ ∈  0 00 ( ) ,a t t= <  

0 0 0 0( ) ( 0) ( ) ( )z t z t v t x t= + = . 
Interestingly, if the function a(t) is in-

creasing strictly on [0, ]T  (this case can be 
interpreted as a permanent removal of obso-
lete technologies as a result of scientific and 
technical progress), and continuous functions 
P(t), x(t) are set on [0, ]T  then the solution 
z(t), [0, ],t T∈  depends on the resolvent of 
the first integral equation of the above system, 
functions P(t), x(t), and does not depend on the 
initial condition z(0) [4, p. 108-112]. Note that 
the introduction of a non-zero free terms v(t)
x(t) and (1 ( )) ( )v t x t−  into the equations al-
lowed us to study not only a new class of the 
originating developing systems, but also to 
look for solutions in a more general class of 
piecewise continuous functions z(t) and y(t) (in 
the Glushkov equations z(t) and y(t) are sought 
in the class of continuous functions).

In addition, introduction of a piecewise 
continuous function v(t), 0 ( ) 1,v t≤ ≤  allowed 
to expand the ability to manage the DS dy-
namics: in particular, in solving problems of 
optimal control we can use not only the con-
trolling piecewise continuous function u(t), 
0 ( ) 1,u t≤ ≤  which distributes internal re-
sources between subsystems of the system to 
ensure the very existence and development of 
the system, but also the controlling piecewise 
continuous function v(t), 0 ( ) 1,v t≤ ≤  which 
distributes external resources between the sub-
systems of the system to ensure the existence 
and development of the system and the execu-
tion of the main functions of the system. 

Conclusions
A comparative analysis of models of devel-

oping systems and a finite automat is conduct-
ed. It is shown that a developing system origi-
nally introduced by Glushkov is not an open 

dynamical system (for example, for the case of 
missing or zero initial prehistory). To resolve 
this substantial deficiency Ivanov V.V. [10] 
attempted to introduce the input influence 
in the notations of the present work function 

( ) ( ) ( )f t z t y t= +  (which can be interpreted as 
the predetermined potential ability of the sys-
tem to produce products of the first and second 
kind in the time unit). However, from our point 
of view it is much more convenient (especially 
for the purpose of managing the dynamics of 
DS) to introduce as inputs functions x(t) and 
v(t). In addition, the introduction of such func-
tions allows to formulate and solve new math-
ematical problems that are highly important for 
practical use (e.g., a problem of cooperative 
interaction of developing systems [1], a prob-
lem of modeling optimal import substitution in 
economic system [9]).

The authors are grateful to Oleg Polischuk 
for language assistance and useful remarks.
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